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Abstract 
 
INTRODUCTION: Breast cancer is a major health concern for women all over the world.  
OBJECTIVES: In order to reduce mortality rates and provide the most effective treatment, Histopathology image prognosis 
is essential. When a pathologist examines a biopsy specimen under a microscope, they are engaging in histopathology. The 
pathologist looks for the picture, determines its type, labels it, and assigns a grade.  
METHODS: Tissue architecture, cell distribution, and cellular form all play a role in determining whether a histopathological 
scan is benign or malignant. Manual picture classification is the slowest and most error-prone method. Automated diagnosis 
based on machine learning is necessary for early and precise diagnosis, but this challenge has prevented it from being 
addressed thus far. In this study, we apply curvelet transform to a picture that has been segmented using k-means clustering 
to isolate individual cell nuclei.  
RESULTS: We analysed data from the Wisconsin Diagnosis Breast Cancer database for this article in the context of similar 
studies in the literature.  
CONCLUSION: It is demonstrated that compared to another machine learning algorithm, the IICA-ANN IICA-KNN and 
IICA-SVM-KNN method using the logistic algorithm achieves 98.04% accuracy.  
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1. Introduction 

The Breast cancer, which develops from breast cells, is a 
prevalent malignancy affecting females. Like lung cancer, 
breast cancer is a major killer of women. Breast cancer is 
divided into subtypes based on the microscopic 
characteristics of the cancer cells. There are two main types 
of breast cancer, and the former, ductal carcinoma in situ, 
has a slower progression and fewer long-term effects on 
patients' quality of life than the latter, invasive ductal 
carcinoma. Even though DCIS accounts for a relatively 
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small percentage of breast cancer diagnoses (between 30% 
and 55%), IDC is more aggressive and can spread 
throughout the breast. This group constitutes the vast 
majority (80%) of breast cancer patients [1]. 
Early detection is key to successfully treating breast cancer. 
The availability of reliable breast cancer screening methods 
is crucial to our national health. The most often used 
diagnostic methods for this syndrome include 
mammography, ultrasonography, and their mammogram. 
Due to its ability to detect breast cancer at an early stage, 
mammography is an important tool in the fight against the 
disease. Because mammography is ineffective for women 
with dense breast tissue, ultrasound or diagnostic 

EAI Endorsed Transactions on 
Pervasive Health and Technology 

| Volume 10 | 2024 |

https://creativecommons.org/licenses/by-nc-sa/4.0/
https://creativecommons.org/licenses/by-nc-sa/4.0/
mailto:saravanakumarme85@gmail.com


S. Selvaraj et al.

2 

sonography is frequently used instead. Considering these 
factors, radiography and thermography may be more 
successful than ultrasonography for identifying tiny 
malignant masses [2] since the radiations can pass through 
the mass undetected and these was illustrated in Fig. 1.  

Figure 1. Breast Cancer structural characteristics 
compared to a healthy cancer 

Tools have been developed to build and enhance image 
analysis because of widespread issues with photos, such as 
speckle noise, clutter, and under-identification by the 
human eye. The healthcare sector is one of the most active 
in the modern economy, growing at rates of [4-6]. Several 
cutting-edge technologies, including the convolutional 
neural networks, Intelligence, and advanced analytics, have 
played vital role in this growth. Research into AI and ML 
can be found in the field that seeks to develop and enhance 
technological systems to accomplish complicated tasks 
with less reliance on human intelligence [7-9]. 

Artificial neural networks were the primary tool of 
choice in the subfield of machine learning known as "deep 
learning." Fully convolutional architectures [10, 11] 
include, but are not limited to, deep neural networks, 
recurrent neural networks, deep belief networks, and 
artificial neural network. Numerous disciplines, from 
medicine and bioinformatics to linguistics and board 
games, can benefit from these structures. Some examples 
include image enhancement, audio recognition, speech 
recognition, filtering of photos shared online, and 
computational linguistics and language modelling. The 
accuracy and timeliness of cancer diagnoses can be 
improved with the help of cutting-edge technology, 
specifically deep learning algorithms [12].  

1.1. Contribution of Work 

The objective is straightforward to articulate, but its 
precise realization will be challenging. There are a variety 
of challenges that arise during the processing of medical 
photographs: 

1. Acquiring and reconstructing images.

2. Automated and precise specialization
classification 

3. An automatically exact and adaptable multimodal
picture registration method. 

4. In a picture, everything has a certain arrangement.
5. The Quantities in the image that can be computed

are specified. 
6. Making unified systems for medical use
Image segmentation is frequently used to identify

features of interest and limits that provide a better 
representation of a volumetric image stack for study. 
Traditionally, acquiring boundary information for regions 
of interest has been a laborious, slice-by-slice process 
requiring expert expertise. To evaluate our proposed 
method, we used three metrics: accuracy, specificity, and 
sensitivity. Based on the results, our proposed methods 
yield greater accuracy than the existing systems.  

2. Magnetic Resonance Imaging

Magnetic resonance imaging (MRI) is a cutting-edge 
imaging method that creates cross sectional pictures in an 
imaging plane [13]. MRI helps to create an image of the 
human body using a technique called nuclear magnetic 
resonance. There are a number of ways in which MRI can 
improve upon existing diagnostic methods for assessing the 
knee's interior structure. The process is painless and non-
invasive, and it provides high-quality soft-tissue contrast 
and multiplanar imaging. In this study, MRI slices of the 
hippocampus are used to make a breast cancer diagnosis. 
Labelling images into meaningful pieces for a specific 
purpose is the goal of image segmentation. Imaging 
techniques such as CT and MRI will be utilized for this 
purpose. Segmentation is the first stage in analysing and 
interpreting images.  

3. Related Works

Digital pathology, on the other hand, involves scanning
histology slides in order to obtain clear digital images. 
These digital pictures are put to good use when image 
analysis methods like detection, segmentation, and 
classification are applied to them. Digital staining and other 
processes are needed in conjunction with deep learning 
with CNNs in order to understand patterns for image 
classification. 

There is more to CNN than just deep CNN for feature 
extraction when it comes to medical imaging studies. 
Synthetic imaging is another area where Network can aid 
medical studies. Wahab et al. [14] used multidimensional 
fused CNN in combination with a hybrid description to aid 
in the count-based identification of ROIs at a reduced scale. 
Movement patterns are recognized by MF-CNN because 
they are picked out across multiple features. The global 
image texture is used as an input to train a classifier that 
assigns scores to WSIs based on a hybrid descriptor 
composed of mitoses, extracts, and hand-crafted features 
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from ROIs. Convolutional neural networks are allowing for 
previously inconceivable scenarios in sectors where 
domain experts have a hard time designing viable features. 

Since "medical images are more uncommon than 
ordinary images," Gravina et al. [15] warned against naive 
adoption of CNNs. Mammographic lesion segmentation 
has been verified as a useful data source due to its potential 
to aid in the extraction of shape-related features and 
provide accurate lesion localization. 

In order to determine whether or whether CNN is useful 
in mammography-based breast cancer diagnosis, 
Tsochatzidis et al. [16] undertook an experiment. They 
show how two mammographic mass datasets (DDSM-400 
and CBIS-DDSM) are used for diagnostic performance 
evaluation with varying levels of accuracy in the 
corresponding segmentation maps of ground truth. In order 
to better diagnose, stage, and treat breast cancer, Malathi et 
al. [17] used computer-aided diagnosis on mammograms. 
They discussed employing convolutional neural network 
deep learning to analyze a breast CAD structure that 
highlights fusion features. According to the findings, the 
RFA (random forest algorithm) outperforms the CNN 
classifier in terms of accuracy (95.65 percent)., By 
employing a deep belief network, we analyze if there is 
anything odd about these breast images. By default, 
contour segmentation is activated in the workplace, and the 
DBN can be asked to have it do this service so that 
anomalous images can be identified. In order to establish 
which network is preferable, Desai et al. [18] emphasized 
that the networks' accuracy in diagnosing and classifying 
breast cancer should be analyzed with other metrics. For 
comparing CNN with MLP, it seems that CNN has 
somewhat better accuracy when identifying breast cancer. 

Wahab et al. [14] previously investigated the potential 
of employing CNNs for the automated identification of 
IDC-type breast cancer. Automatic detection approaches 
based on machine learning (ML) have been used by others 
to get the same conclusion. Using the same dataset, 
Abdelhafiz et al. [19] showed that the augmentation 
method for automatic tumour diagnosis was effective. A 
different study shown that networks trained using deep 
max pooling CNNs could accurately score the images 
down to the pixel level. Murtaza et al. [21] applied a DL 
technique to automate the detection and investigation of 
IDC tissue zones. [22] Alhamid et al. [22] method 
employs layered CNNs that are aware of their context in 
order to categorize breast WSIs as basic, DCIS, or IDC. 
With this strategy, we were able to distinguish between 
malignant and nonmalignant slides with a place under the 
point of 0.962 and a three-class accuracy of 81.3% (using 
WSI as the training set). Changing the shear let 
coefficients' amplitude and phase improved detection 
accuracy and generalizability, the results revealed 
technique. 

 
 
 

4.   The Proposed Methodology  

Several previous articles have argued for the use of CNN 
and AI in image recognition and healthcare monitoring. 
Roughly 58% of samples are correctly identified to all 
classes, 70% to all mass classes, and 94% to all 
calcifications [23]. Except for the calcification argument 
and the bulk alone argument, all of these arguments can be 
improved to produce a better outcome [24]. This study has 
as its overarching goal the improvement of CNN's ability 
to detect breast cancer. We propose a method for automatic 
breast cancer detection in this research by investigating 
several distinct CNN architectures. Numerous DL and 
regression-based techniques are incorporated into the plan. 
The proposed system builds on top of a CNN and adds two 
more architectures that are inspired by the massive dataset 
of over 284,000, 48 48-pixel RGB image patches and the 
proposed diagnosis process is in Fig. 2. 

 

Figure 2. Breast Cancer proposed system Diagnosis 
Process 

The precision of the numerical data will be examined with 
validation tests and the training datasets taken from 
Wisconsin database with the dataset size of 1024 X 786, 
classes of 64 bits X 64 bits pixel and 4096 images in each 
bit per class. The impact of various CNN architectures on 
the optimum parameters is a primary focus of this 
investigation. The paper's remaining sections are structured 
as follows: The sections of this paper will be an 
introduction, materials and methods, results and 
discussions, and a conclusion that includes limitations, 
suggestions for future study, and recommendations. 
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4.1.   Analysis by incremental independent 
components 

The incremental independent component analysis 
technique uses the Euclidean distance between a defect-
free data set and an individual sub of an input texture image 
to extract features from non-overlapping sub-windows of 
the reference and input textures in order to classify them as 
defective or non-defective. 

4.2.   IICA Data Pre-Processing 

In incremental independent component analysis, centering 
and whitening are examples of pre-processing techniques. 
Taking the mean of each column in the input matrix X and 
subtracting zero yields a centred matrix. The second order 
dependence is then removed using the whitening matrix V. 
A matrix's covariance matrix can be used to derive a 
whitening matrix, such as V, by taking its square root 
twice. After the images have been cleaned up, the IICA 
technique is utilised to find the flaws. 
The IICA Design     
The IICA model can be described as 
SSX=AQSS    (1) 
Where, 
X – This empirical matrix (data samples) 
SS – Predictive factor (incremental independent 
components) 
In IICA, only the vector X is known beforehand, while the 
other two, AQSS and QSS, are presumed to be 
unknowable. The AQSS sources can be calculated when an 
estimate has been made. 
SSZ=WQX    (2) 
Assume a mixing matrix AQSS and let WQX be its 
(pseudo)inverse; this matrix is referred to as the phase 
separation matrix. 

4.3.   Support vector machine 

To solve classification and regression problems, the 
support vector machine is a standard supervised learning 
method. To solve classification problems, it is frequently 
implemented in machine learning. By calculating the 
optimal line or decision boundary for partitioning an n-
dimensional space into classes, the SVM method may 
swiftly identify subsequent data points. One of the most 
optimal decision boundaries is a hyper-plane. Maximum 
hyperplane-constructing vectors are selected with support 
vector machines. This technique, known as a Support 
Vector Machine, is best illustrated by the use of support 
vectors.  

4.4.   Working SVM 

It is possible to use an example to show how the SVM 
algorithm functions. Let's pretend we have a data set with 
two groups and two characteristics: a blue group 

representing depressed individuals and a black group 
representing healthy individuals who are not depressed (x1 
and x2). In order to tell the difference between black and 
blue locations, we need a classifier [Fig. 3.]. Since this is a 
two-dimensional space, we can easily differentiate between 
the two categories by drawing a line in the middle. 
However, many different lines can be drawn to separate 
these categories [Fig. 3]. Therefore, the optimal line or 
decision boundary, also called a hyperplane, can be found 
with the help of the SVM method. The SVM technique 
finds the point where the lines denoting the two categories 
meet. A technique called "support vectors" is used to zero 
in on these locations. The vectors' margin is the area 
outside the hyperplane. For SVM, the goal is to maximize 
this margin. If you look at Fig. 3b you'll see that the 
hyperplane with the highest margin is the optimal one 
[25][26]. 
 

 
         Figure 3a          Figure 3b         Figure 3c 

Figure 3. Feature Extraction for SVM Classifiers 

All the patches are represented as RGB pixels, with values 
ranging from 0 to 255. To classify these photos using a 
machine learning system was one of our original goals. So, 
to work with the techniques, we created a scale from 0 to 
1. 
In machine learning and statistics, classification refers to a 
supervised learning technique in which a program first uses 
the input data to learn how to classify incoming 
observations Only multiclass or class datasets are permitted 
[27]. Voice recognition, characterised, person 
authentication, handwriting recognition, and so on are all 
examples of significant classification difficulties. 
The pattern recognition algorithm known as k-nearest 
neighbour uses previously collected data to find the next 
most similar example to the current one. Several training 
samples adjacent to the new point are defined using 
nearest-neighbour algorithm theory, and then used to 
predict the label. K-Nearest Neighbour Learning allows the 
user to either set a fixed number of samples or have them 
adapt to the local point density. A standard Euclidean 
distance is often used as a distance metric, but other 
distance metrics are acceptable. Its straightforward design 
makes k-nearest neighbour a viable option for a wide 
variety of datasets, and this method has been shown to 
produce superior results for complex boundary conditions. 
Fig. 3. appears to have a smoother boundary with smaller 
variances for higher values of K. 
Specifically, it excels in situations with several dimensions. 
This algorithm takes a data collection and plots it in n-
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dimensional space, where n is the number of features and 
each feature value is a single feature. The best hyperplane 
for making this distinction can then be utilized to make the 
categories. For calculating the closeness between data 
points in the KNN, the metric of Euclidean distance is 
chosen. The equation 4 is used to represent the Euclidean 
distance d (x, y). 

    (3)   

5.   Experiments 

To test the accuracy of the new proposed model, 
Kaggle 162 H&E was utilised. Many academics have used 
Kaggle 162 H&E to conduct studies of a similar nature. 
This data set includes both healthy and cancerous examples 
of the human body. Careful partitioning of the dataset 
resulted in the generation of validation and testing datasets 
with identical distributions, which accurately reflected the 
model's generalizability. To optimise the model's output, 
hyperparameters like the learning rate and decay are 
tweaked in response to training and validation data, 
respectively. Training data is essential for learning 
indicators like weights and biases. The completion of a 
model is the result of careful analysis of the test results. As 
a whole, the image needs to be normalised so that all of the 
pixels are in the same ballpark and any semblance of bias 
has been removed. From 162 WSI mounted scanned 
samples, approximately 284,000 48 x 48-pixel RGB digital 
image patches were created. 

 
Figure 4. Input images of Breast Cancer 

Fig. 4 shows the validation and training on different effects 
on accuracy. In the best-case scenario, this approach will 
get you an accuracy of 98%. A similar loss of 0.3% 
demonstrates the effectiveness of the model. Here Table 1.  
illustrates the ML Classifiers using Proposed Work. 

Table 1.  ML Classifiers using Proposed Work 

ML Classifiers Precision Recall F1-
score 

Accuracy 

IICA-ANN 83.15 76.03 84.27 88.07 
IICA-KNN 85.4 78.4 86.5 90.2 
IICA-SVM-KNN 90.05 80.56 88.7 98.04 

 

Figure 5. With the accuracy of an era 

 

 
 

Figure 6. Together with the passing of an era 

Figures 5 and 6 demonstrate the accuracy and passing of 
the era. In this model we analysed the new features of 
Classifiers like IICA-ANN, IICA-KNN and IICA-SVM-
KNN which improves the performance of a generative 
adversarial network by using loss values that are based on 
a repeated probability distribution. Another example is a 
breast cancer detection model that was tested with an open-
source MRI dataset and found to be effective. 

6.   Conclusion 

Improving patient care by automating breast cancer 
screening is challenging. This paper provides a new 
technique using a convolutional neural network (CNN) 
approach to analyse the WSI IDC- IICA-SVM-KNN tissue 
areas for automatic IDC- IICA-SVM-KNN detection. This 
research effectively analyses three different KNN 
architectures by detailing each in detail. IICA-SVM-KNN 
Model 3 is used to achieve an accuracy of 98.4% in the 
suggested system. While both Model 1 and Model 2 use 
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three-layer CNNs, the superior five-layer CNN for this task 
is found in Model 3. All the plans were based on a massive 
dataset of over 284,000 48-by-48-pixel RGB image 
patches. As evidenced, the suggested model outperformed 
the ML algorithm and provided accurate findings, which 
could reduce the requirement for human involvement and 
the associated cost of cancer detection. Using a secondary 
database like Kaggle is a significant drawback of this work; 
future research into breast cancer identification should 
instead be based on original data.  
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