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Abstract

Healthcare systems around the world have faced challenges due to the Coronavirus disease (COVID-19) epidemic, which has
taken resources and attention away from long-term diseases like liver cancer. To identify the effect of COVID-19 on liver cancer,
proposed an effective research work with Extreme Gradient Boosting (XGBoost) classifier. The identification of the most suitable
feature is executed through the utilization of SelectKBest, Principal Component Analysis (PCA) and Singular Value Decomposition
(SVD) techniques. A comparative analysis is carried out to ascertain the more precise feature selection, employing Decision Tree,
K-Nearest Neighbors (KNN), CatBoost, LightGBM, and XGBoost algorithms. Further, the proposed work undertakes an analysis
of the impact of COVID-19 on liver cancer, encompassing both the pandemic and pre-pandemic periods. In comparison to other
feature selection techniques and models, SelectKBest feature selection with Xgboost classifier provided an accuracy of 0.92. The
proposed research work provides valuable insights to healthcare professionals and policy makers, providing a better understanding
of the challenges faced by liver cancer patients during the pandemic. By meticulously exploring feature selection techniques and
employing advanced machine learning models, this study quantifiably demonstrates the effectiveness of the proposed methodology
in addressing the impact of COVID-19 on liver cancer, contributing to a more comprehensive understanding of this critical issue.
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1. Introduction

Precise risk stratification of individuals in critical condition due to coronavirus disease 2019 (COVID-19) is im-
perative to effectively allocate resources, implement specific interventions, and enhance the likelihood of patient
survival[1]. Ensuring an accurate and dependable diagnosis is of paramount importance to promptly administer med-
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ical assistance to individuals displaying symptoms or confirmed infection, thereby assisting governmental organiza-
tions in curbing its transmission and safeguarding human lives[2, 3, 4]. The biomedical area has been significantly
impacted by machine learning for the diagnosis and prognosis of liver disease [5, 6, 7, 8, 9]. Machine learning guar-
antees improved disease identification and prediction in the biomedical industry as well as increased decision-making
objectivity [10, 11].

A key focus of this research is the evaluation of the precision of predictive models concerning liver cancer
outcomes[12]. The evaluation of accuracy in this study is achieved through the utilization of feature selection tech-
niques including PCA, SVD, and SelectKBest[13]. The primary objective is to pinpoint the most insightful attributes
that play a pivotal role in predicting liver cancer outcomes within the backdrop of COVID-19. These dependable and
precise predictive models stand to significantly augment decision-making within the domain of treating liver cancer
patients impacted by the pandemic. This enhancement empowers healthcare practitioners to make well-informed
decisions concerning patient care and to optimize strategies for treatment. This research aims to investigate the
specific implications of the COVID-19 pandemic on the detection of liver cancer, with a focus on hepatocellular
carcinoma(HCC)[14, 15, 16]. By analyzing a comprehensive dataset of HCC patients affected by COVID-19, the
study seeks to identify the influence of the pandemic on liver cancer detection practices[17]. The research aims to
evaluate the effectiveness of machine learning algorithms in detecting HCC at an early stage for evaluating existing
strategies for liver cancer detection during and after the pandemic. The main objectives of this research are as follows:

• Implement various pre-processing techniques to obtain more accurate result.
• To evaluate Covid-19’s effects on liver cancer during and before an epidemic.
• To detect the accuracy of predictive models with different feature extraction techniques like SelectKBest, SVD

and PCA.

The subsequent section of the paper is outlined as follows. Techniques utilized for this work is explained in Section
2. The result and its analysis with various techniques is provided in Section 3 and conclusion of the proposed work
with future findings is on Section 4.

2. Methodology

The proposed system comprises a range of components and processes designed to assess the influence of the
COVID-19 pandemic on the occurrence of liver cancer. The system follows a systematic workflow to collect, pre-
process, analyze, and evaluate data related to newly diagnosed liver cancer patients during the pandemic. The block
diagram shown in Fig. 1 provides an overview of the proposed system.

2.1. Data acquisition

The Dataset ”COVID-19 effect on Liver Cancer Prediction Dataset” is collected from Kaggle [17]. It comprises
450 rows and encompasses 27 columns, each serving as a potential feature for liver cancer prediction. The dataset’s
key attributes are Cancer (Cancer flag), Year, Month, Bleed (Spontaneous tumor hemorrhage), Mode Presentation,
Age, Gender, Cirrhosis (Underlying liver disease), Tumor diameter in mm) etc.

2.2. Data preprocessing

It is crucial to ensure the quality and suitability of the dataset for analysis. This step involves several sub-processes.

• Handling Missing Values
For numerical data, missing values is imputed using statistical method median and categorical data, the mode
is utilized.
• Label Encoding

Utilising the label encoding technique, categorical variables were transformed into numerical values once the
missing values had been filled in.
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Fig. 1: Proposed Block diagram.

• Outlier detection and removal
Z score is used to detect and handle outliers in order to maintain the accuracy and reliability of the analysis after
Label Encoding technique.
• Normalization - Min-Max Scaling

In order to ensure that all features contribute equally to the analysis and prevent features with huge value ranges
from dominating the models, numerical data is rescaled using the min-max method to a range between 0 and 1.

2.3. Data visualization

It allows better understanding and analysis of data. One specific visualization technique employed in this study is
pair plots, which allow for the comparison of various features with pandemic and pre-pandemic variables.

2.3.1. Statistical Analysis
To assess the impacts of COVID-19 on liver cancer patients, a comprehensive statistical analysis conducted. This

analysis aimed to evaluate any significant differences or associations between relevant variables using Proportion
z-tests and chi-square tests. The statistical tests enabled to gain insights into the potential effects of COVID-19 on
various aspects related to liver cancer.

2.4. Feature selection

The subset of variables that are most relevant and informative for predicting liver cancer during the COVID-19
pandemic were chosen using feature selection. The dimensionality of the dataset is decreased by choosing the most
important features, which will improve model performance, interpretability, and computing efficiency. The following
techniques are employed in this work:

• SelectKBest: This section analyses feature selection using SelectKBest and the F-test. The most informative
features from the dataset that are significant to the target variable can be chosen using the SelectKBest algorithm
with k value as 10.

4 Author name / Procedia Computer Science 00 (2024) 000–000

Fig. 2: Heat Map.
Fig. 3: Visualize the null values using a bar chart, illustrating the
distribution of missing data values.

• SVD: The ncomponents parameter is set to 10 in SVD, which indicats that the dimensionality of the data is
reduced to 10 components.
• PCA: To maintain the top 10 principal components, the hyper-parameters used for PCA is ncomponents = 10.

2.5. Model Training and Testing

The dataset is split into training (80%) and testing (20%) sets after preprocessing and feature selection. The models
are trained on the preprocessed dataset and evaluated using appropriate techniques to assess their performance.

• Training Set: The training set consists of 80% of the preprocessed dataset.
• Testing Set: The training set consists of 20% of the preprocessed dataset.
• Models Used: The models utilized for comparative analysis are Decision Tree, KNN, CatBoost, LightGBM

and XGBoost.

2.6. Experimental setup and Performance metrics

The authors utilized 8GB RAM windows operating system with intel processor. The software utilized is Jupyter
Notebook with Python 3.7. Performance metrics such as Precision, F1 Score, Accuracy, and Recall are employed
to assess the efficacy of machine learning models in predicting liver cancer outcomes amidst the backdrop of the
COVID-19 pandemic K-fold cross-validation is applied to measure the performance with default K value[5].

3. Experiment Result and Analysis

3.1. Correlation Analysis

It helps to understand the degree of association between variables and identify potential patterns or dependencies.
The correlations are visualized using a heatmap generated with the Seaborn library. Darker colors in jeatmap indicate
stronger correlations, while lighter colors suggest weaker or no correlation as shown in Fig. 2.

3.2. Visualizing Null Values

TTo evaluate the data quality and find potential gaps in the dataset, estimated the number of missing values for
each field as shown in Fig. 3. The x-axis represents the count of missing values in each field, while the y-axis displays
the field names.
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Fig. 4: Distribution of Cancer Patients in the
Dataset.

Fig. 5: Distribution of Tumor Sizes by Year of
Diagnosis.

Fig. 6: Distribution of Cancer Presentation
Modes during the COVID-19 Pandemic.

3.3. Data Visualization

3.3.1. Cancer Patients Distribution in Dataset
A pie chart is created to visualize the distribution of cancer patients in the dataset as shown in the Fig. 4. The chart

in the Fig. 4 shows that 69% of the data corresponds to cancer cases, while 31% represents non-cancer cases. This
distribution indicates that the dataset is relatively balanced in terms of the presence of cancer cases.

3.3.2. Effect of COVID-19 on Tumor Size
The histogram plot illustrates in Fig. 5 shows the distribution of tumor sizes in relation to the year of diagnosis.

In the pre-pandemic period, a significant number of tumors were detected around the 50 mm range. However, during
the pandemic, there was a noticeable decrease in the frequency of tumors within this size range. This observation
suggests that the COVID- 19 pandemic may have impacted the timely detection of tumors, potentially due to strained
healthcare resources. Consequently, a higher proportion of larger tumors were identified during the pandemic period.

3.3.3. Changes in Mode of Presentation of Cancer during the COVID- 19 Pandemic
The distribution of various cancer presentation modes during the COVID-19 pandemic as compared to the pre-

pandemic period is shown in the figure 6. It is evident that symptomatic tumors were more commonly detected during
the pandemic, suggesting a potential change in the mode of cancer presentation. This could be attributed to factors
such as delayed diagnosis, reduced access to medical facilities, and the prioritization of symptomatic cases during the
COVID-19 pandemic.

3.3.4. Impact of COVID-19 on Liver Cancer Incidence by Gender
The histogram plot in Fig. 7 illustrates how COVID-19 affects the incidence of liver cancer in both men and women.

The x-axis represents the gender (Male or Female), and the y-axis represents the percentage of cases. The bars are
grouped by the year, with different colors indicating the pandemic and pre-pandemic periods.

From the graph, it appears that during the pandemic, there was a higher increase in liver cancer cases among males
compared to females.

3.3.5. Did COVID increases the underlying liver diseases
The distribution of underlying liver disorders (Cirrhosis) throughout the pre-pandemic and pandemic periods is

compared in the histogram in Fig.8.
A larger number of instances of underlying liver disease were found in the pre-pandemic period compared to the

pandemic period, as shown by the graph in Fig.8. This suggests that the detection and diagnosis of underlying liver
diseases may have been affected by the strain on the healthcare system during the pandemic.

3.3.6. Impact of COVID on Previous Known Cirrhosis
Comparing known cases of cirrhosis from the pre-pandemic and pandemic periods is shown in Fig.9. The plot

reveals that the number of known cirrhosis cases was higher in the pre-pandemic period compared to the pandemic
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Fig. 7: Impact of COVID-19 on Liver Cancer
Incidence by Gender.

Fig. 8: Comparison of Underlying Liver Dis-
eases (Cirrhosis) between Pre-Pandemic and
Pandemic Periods.

Fig. 9: Changes in Previous Known Cirrhosis
Cases.

Fig. 10: Relationship between Tumor Size
and Patient Survival. Fig. 11: Size vs Age Distribution.

Fig. 12: Distribution of Cancer Cases in
Pandemic and Prepandemic Periods.

period. Furthermore, there was an increase in the number of cases where cirrhosis was not known during the pandemic.
This indicates that the detection and awareness of cirrhosis may have been impacted during the pandemic.

3.3.7. Impact of Tumor Size on Patient Survival
The stripplot and boxplot visualizations in Fig. 10 illustrates the association between tumor size and patient sur-

vival, considering both the pre-pandemic and pandemic periods. The stripplot reveals that patients who survived tend
to have smaller tumors, with a concentration of data around 25 mm. On the other hand, patients who did not survive
have a higher median tumor size, with the 50th percentile of data around 50 mm. Notably, the impact of the pandemic
or pre-pandemic period does not appear to significantly influence this relationship.

3.3.8. Relationship between Tumor Size and Age
The jointplot visualizes the relationship between tumor size and patient age, considering both the pre-pandemic

and pandemic periods. The plot shows the distribution of tumor sizes on the y-axis and patient ages on the x-axis. The
hue parameter represents the different time periods, distinguishing between the pre- pandemic and pandemic data.
The marginal ticks indicate the frequency of tumor sizes and ages separately. From the plot shown in Fig. 11, it can be
observed that the distribution of tumor sizes varies across different age groups. However, the impact of the pandemic
or pre-pandemic period on this relationship is not explicitly evident.

After analyzing the data, several key findings have been observed. The following are the conclusions based on the
visualization:

• Tumors detected during the pre-pandemic period tended to be smaller in size compared to larger ones, suggest-
ing variations in the stage of tumor detection between the two time periods.
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• The number of symptomatic tumors increased during the pandemic due to delayed screenings, diagnosis and
change of lifestyle, indicating a higher likelihood of tumors exhibiting noticeable symptoms during that time.
• There was a lower prevalence of underlying diseases and known cirrhosis cases during the pandemic period,

potentially indicating changes in patient demographics or diagnostic patterns.
• Smaller tumors showed a higher possibility of patient survival, highlighting the importance of early detection

and intervention.

3.4. Results of Statistical Analysis

• Comparison result of cancer affected people pandemic and pre-pandemic.
The null hypothesis (Ho) stated that the number of cancer cases during the pandemic is equal to the number
of cancer cases during the prepandemic period. The alternative hypothesis (Ha) proposed that there is a differ-
ence. The cross-tabulation performed to examine the distribution of cancer cases based on the pandemic and
prepandemic periods is shown in Table. 1 and Fig. 12.
The results of Proportion z tests: (-1.41, 0.16).
According to the findings, the p-value is less than 0.05 (the selected significance level), which indicates that the
observed data strongly contradicts the null hypothesis. Reject the null hypothesis in this situation and reach the
conclusion that the variables under investigation are significantly different or related.
• Comparison result of incidence of cancer in males and females.

To investigate the difference in cancer incidence between males and females, a cross-tabulation analysis was
performed. The contingency table revealed the distribution of cancer cases among genders is shown in Table. 2.
The results of Proportion z tests: (-3.79, 0.0002).
The test findings produced a p-value of 0.0002, which is less than the 0.05 specified level of significance. Strong
evidence to reject the null hypothesis is indicated by this.

Cancer N Y

Year
Pandamic 64 120
Prepandamic 76 190

Table 1: Result of Cancer Cases in Pan-
demic and Prepandemic Periods

Gender F M

Cancer
N 52 88
Y 63 247

Table 2: Distribution result of cancer cases
by gender.

Fig. 13: Graphical result of cancer cases by
gender.

• Relationship between death and Hepatocellular Carcinoma tumor/node/metastas (HCC TNM Stages)
To explore the relationship between death and HCC TNM Stages, a cross-tabulation analysis was performed.
The contingency table presented the distribution of death cases across different stages is displayed in Table.
3. To determine if the observed correlation was statistically significant, the chi-square test of independence
was used. The test findings showed a significant association (p-value 0.05) between the HCC TNM Stages and
death, which provided evidence to reject the null hypothesis. Percentage calculations were performed to assess

Table 3: Distribution result of death by HCC
TNM Stages.

Alive Dead Alive Dead

HCC TNM Stages
I 126 140
II 32 26
IIIA+IIIB 20 66
IV 8 32

Table 4: Result of Cirrhosis by Year.

Cirrhosis N Y

Year
Pandamic 40 144
Prepandamic 56 210

Table 5: Result of Alive or Dead by Year

Alive Dead N Y

Year
Pandamic 84 100
Prepandamic 102 164

the proportion of deaths in each stage. The percentage of death in stage I is 0.32, stage II is 0.65, stage III is
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Fig. 14: Distribution of Cirrhosis by Year.
Fig. 15: Distribution of death by
HCC TNM Stages. Fig. 16: Distribution of Alive or Dead by Year.

0.71 and stage IV is 0.8. The bar chart visualization in Fig. 15 effectively illustrates the distribution of deaths
across different stages of HCC TNM. It is evident that the proportion of deaths increases as the HCC TNM
stage advances.
• Incidence of cancer result between males and females based on Cirrhosis

To investigate the impact of the pandemic on cirrhosis, a cross-tabulation analysis was conducted. The con-
tingency table displayed the distribution of cirrhosis cases between the pre-pandemic and pandemic periods as
shown in Table. 4 and Fig.14. Proportions were calculated to compare the occurrence of cirrhosis in each period.
The proportions Z-test was then performed to assess the statistical significance of any observed differences.
The results of Proportion z tests: (0.31, 0.75).
The test results indicated that the p-value (0.75) is greater than the predetermined significance level of 0.05.
Therefore, it cannot be concluded that there is a notable variation in the incidence of cirrhosis between the
pandemic and pre-pandemic periods because there is insufficient information to support the alternative theory.
• Results of a comparison of the death rates during the pre- and post-pandemic periods

A cross-tabulation study was done to look at how death rates changed between the pre-pandemic and pandemic
periods. The contingency table displayed the distribution of deceased and alive individuals for each period as
shown in Table. 5 and Fig. 16. Proportions were calculated to determine the death rates in each period. The
proportions Z-test was then performed to evaluate the statistical significance of any observed differences.
The results of Proportion z tests: (-1.55, 0.12).
According to the calculations, there were 54.35% more deaths during the epidemic than there were before it, or
61.65%. The results of the proportions Z-test and the bar chart in Fig. 16 shows a p-value (0.121) greater than
the predetermined significance level of 0.05. As a result, it is impossible to draw the conclusion that the death
rates during the pre-pandemic and pandemic periods differ significantly from one another because there is little
information to support the alternative hypothesis.

3.5. Results of model performance

The results of the machine learning models trained using three different feature selection techniques: SelectKBest,
SVD (Singular Value Decomposition), and PCM (Pearson Correlation Matrix).

• Performance result comparison using SelectKBest:
The models evaluated using Accuracy, Precision, Recall, F1 Score to assess their effectiveness in predicting
the target variable as shown in Table. 6 and Fig. 17. Among the models trained with the SelectKBest feature
selection technique, the XGBoost model demonstrated the highest performance across multiple metrics.
• Performance result comparison using SVD:

The Table 7 and Fig.18 presents the performance metrics of the machine learning models trained with the SVD
feature selection technique. Among the models trained with the SVD feature selection technique, the Decision
Trees demonstrated the highest performance across multiple metrics.
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Model Accuracy Precision Recall F1 Score

Decision Tree 0.91 0.91 0.91 0.91
KNN 0.67 0.68 0.67 0.67
CatBoost 0.77 0.80 0.81 0.81
LightGBM 0.87 0.88 0.87 0.87
XGBoost 0.92 0.94 0.92 0.93

Table 6: Comparison for model performance using SelectKBest Fig. 17: Model Accuracy for SelectKBest

Model Accuracy Precision Recall F1 Score

Decision Tree 0.93 0.94 0.93 0.94
KNN 0.73 0.73 0.73 0.73
CatBoost 0.82 0.82 0.87 0.85
LightGBM 0.90 0.90 0.90 0.90
XGBoost 0.88 0.91 0.89 0.90

Table 7: Comparison for model performance using SVD Fig. 18: Model Accuracy for SVD

• Performance result comparison using PCA:
The Table 8 below presents the performance metrics of the machine learning models trained with the PCA
feature selection technique. Among the models trained with the PCA feature selection technique, the XGBoost
model demonstrated the highest performance across multiple metrics.

Model Accuracy Precision Recall F1 Score

Decision Tree 0.88 0.88 0.88 0.883
KNN 0.75 0.75 0.75 0.75
CatBoost 0.85 0.84 0.91 0.87
LightGBM 0.88 0.88 0.88 0.88
XGBoost 0.90 0.89 0.94 0.91

Table 8: Comparison for model performance using PCA Fig. 19: Model Accuracy for PCA

From the bar chart shown in Fig. 19, it is evident that the XGBoost model outperforms the other models in
terms of accuracy, reinforcing its status as the best performing model for the PCA feature selection technique.

Based on the results of the analysis using different feature selection techniques, the following conclusions are ob-
tained:

• Using SelectKBest feature selection, the best performing model was Xgboost with an accuracy of 0.92. This
indicates that the selected features using SelectKBest significantly improved the predictive performance of the
Xgboost model.
• Utilizing SVD feature selection, the best performing model was Decision Trees with an accuracy of 0.93. This

suggests that the reduced-dimensional features obtained through SVD were effective in capturing the underlying
patterns and improving the accuracy of the Decision Trees model.
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• The model with the highest accuracy using PCA feature selection was Xgboost, which had a 0.90 accuracy. This
implies that the principal components derived from PCA contributed to enhancing the predictive capability of
the Xgboost model.

4. Conclusion

The COVID-19 pandemic has posed significant issues for the world’s healthcare system, devoting crucial resources
and attention away from chronic diseases like liver cancer. The proposed research work presents an effective research
methodology by utilising the XGBoost classifier to clarify the effect of COVID-19 on liver cancer. The increase in
symptomatic tumours during the pandemic indicates a higher likelihood that tumours may exhibit observable symp-
toms both during the pandemic and in the lead-up to it. The proposed work provided an accuracy of 91.97 % With
SelectKBest feature selection on Xgboost classifier. The work can be improved with other feature selection methods
and deep learning techniques.
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