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The current article focuses on recent work done in understanding the role of 
processing techniques on interface evolution and connecting interface evolu
tion to interface thickness-dependent properties. Special emphasis is placed 
on interface evolution during the sintering process of tungsten (W). Sintering 
with additives such as nickel significantly changes grain boundary properties 
in W, leading to issues such as grain boundary embrittlement. When one has 
to mechanically describe properties of polycrystalline W with an account of the 
influence of grain boundary embrittlement, one must explicitly consider grain 
boundary properties. This issue is the focus of the present work on the 
mechanical properties of interfaces. Overall, a phase field modeling-based 
approach is shown to be an excellent computational tool for predicting the 
interface evolution. The influences of the interface thickness, chemistry, and 
orientation of phases around interfaces are analyzed using extended finite 
element simulations for polycrystalline W. 

INTRODUCTION 

Interfaces are ubiquitous entities present in poly
mer composites, metals, ceramics, and biomateri
als.1-8 Interfaces are usually found at a length scale 
of micrometers in composite materials (usually 
characterized as interphases) and at a length scale 
of nanometers in metals (usually characterized as 
grain boundaries; GBs). In the case of metals, 
microstructural changes including phase transfor
mation, grain growth, etc. are governed signifi
cantly by the interfacial chemistry, interface width 
(saturated versus unsaturated interfaces),9·10 and 
interface energy. Consequently, interface properties 
also significantly affect mechanical deformation of 
materials. For example, in situ transmission elec
tron microscopy (TEM) experiments performed on 
Al-TiN multilayers by Mara et al. 11 demonstrated 
the size effect related to plastic co-deformation of 
layers in multilayer materials. The interface evolu
tion as a wavy structure with corners and facets in 
roll-bonded metallic materials has been illustrated 
via mesoscale thermodynamic modeling. 12 Inter
faces have also been shown to interact with material 
defects and dislocations eventually affecting their 
evolution. The interface role as a sink to absorb 

30 

point defects and nucleate dislocations in a Cu/Nb 
multilayered composite material with high interfa
cial content was studied by Wang et al. 13 The 
possible application of interfaces to alter the role of 
dislocation slip and twinning was suggested 
through atomistic simulations by Mara et al. 14 

Interfaces are considered to play a key role in the 
reduction of radiation damage in nuclear materi
als.15 Interfaces in the metal matrix composites 
were studied by Weng et al. ,16 exhibiting the 
importance of interface morphology on mechanical 
properties. Transition of mechanical properties 
across solid-solid interfaces has been studied by 
Srinivasan et al. 17 using TEM and atom probe 
tomography (APT). Properties of interface-domi
nated materials such as nano-layered crystalline 
composites were modeled using a multiscale analy
sis-based approach by Wang et al. 18 Bulk-scale 
properties of a material have been found to have a 
profound effect on interface properties.19 Growth of 
the intermetallic layers between two dissimilar 
materials has been modeled by Dybkov.20 Gupta 
et al. 21 analyzed the diffusion of individual layers 
through interfaces in multilayered materials in the 
case of aluminum laminates. Dynamic crack prop
agation in a material with inclusions has been 
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experimentally studied and shown to be affected by 
interface strength,22

•
23 as well as by the interface 

inclination angle. 24 

As discussed so far, interfaces have immense 
potential to redefine the design principles of next 
generation materials. Experimental methods, used 
in the characterization of interfaces, e.g., Focused 
Ion Beam (FIB) in compression testing Refs. 25-27 
or micro-/nano-indentation Refs. 3, 28, and 29 have 
limitations in the applicability for different materi
als and interfaces at multiple length scales. Due to 
this issue, alternatives are sought and computa
tional methods serve as an excellent tool. The 
current article focuses on recent work done in 
understanding the role of processing on interface 
evolution, and on connecting interface evolution to 
interface thickness-dependent properties. 

INTERFACE EVOLUTION STUDIES 

Interfaces have been shown to play a significant 
role in new manufacturing techniques such as 
additive manufacturing.30 Interface formation and 
its impact on material behavior has been studied for 
different manufacturing and material processing 
techniques such as sintering, annealing, etc. Sin
tering is an age-old processing method in powder 
metallurgy involving the compaction of powder 
particles into a solid structure. It is a manufactur
ing technique which creates a solid polycrystalline 
structure from small powder particles with reduced 
surface area and improved density. During the 
sintering process, the curvature of the interface 
reduces and flat GBs are created. Microstructural 
evolution in this case is governed by diffusion across 
the interface. 

Interface modeling and strength prediction is a 
multiscale phenomenon. Various me so scale 
approaches used to model interface evolution 
include: PFM simulations, cellular automata simu
lations, and kinetic Monte Carlo simulations. Cel
lular automata assumes a single grain or sub-grain 
to be a representative segment of a microstructure. 
Hence, it fails to consider the impact of interface 
geometries and properties on microstructural 
changes. On the other hand, kinetic Monte Carlo 
simulation represents the microstructure with the 
collection of discrete points that are generated 
randomly and then the observing of microstructural 
alterations by quantifying the changes in the dis
crete grid points. This method is highly stochastic in 
nature and does not model physical interfaces. 31 

PFM can replicate physical microstructures with 
specific grain orientations and interfacial struc
tures . In the case of PFM simulations, interface 
behavior is mainly modeled based on sharp inter
face and diffuse interface models. Both the models 
identify each phase using unique order parameters. 
However, the models differ in their approach to 
observing interface evolution. The sharp interface 
model requires tracking of the tip velocity of the 

interface, whereas the diffuse interface model pre
dicts the interface behavior by observing the evolu
tion of a continuous PFM variable without 
physically tracking the interface. The current work 
uses the diffuse interface model to capture the 
interface evolution and microstructural changes 
during sintering. 

PFM is an effective tool for simulating microstruc
tural evolution at the mesoscale. For decades, PFM 
has been applied to predict the impact of different 
material processing techniques, including but not 
limited to diffusion,32 solidification,33

-
35 solid-state 

phase transformation, 36
•
37 translation of defects and 

dislocations 38
-4

1 grain growth,42
•
43 and crack prop

agation. 44
•
45 In this method, the microstructure is 

assumed to be a thermodynamically unstable struc
ture which evolves in time and space trying to 
achieve equilibrium by minimizing the free energy. 
The microstructural features such as concentration 
of phases, grain orientation, etc. are considered as 
PFM variables. Here, the evolution of the phases, 
the shape of the grains, and the positions of the 
interfaces are implicitly set by the evolution of the 
phase-field variables. It can consider several ther
modynamic factors simultaneously, leading to 
microstructural changes such as bulk and interfa
cial energy, elastic energy, electric or magnetic 
energy, etc. At the same time, it can take into 
account different transport mechanisms such as 
mass diffusion, heat conduction and convection.46 

PFM denotes interface evolution and alterations in 
microstructure by capturing the numerical changes 
in assigned PFM variables. The equations for the 
evolution of phase-field variables are derived based 
on general thermodynamic principles. 4 6 The total 
free energy, F, is expressed as a function of con
served and non-conserved variables that varies with 
time and spatial coordinates. Usually, conserved 
variables represent the concentration or volume 
fraction of a certain phase in the whole material 
system and non-conserved variables separately 
identify co-existing phases. The total free energy is 
generally represented as , 

F = l ~o (c, 11 ) + fex (c, 17 ) + 
1
~ lv'c l

2 + 
1
;

1 
lv'17 l

2
] dV 

(1) 
where f0(c, 17) is the bulk free energy of the material 
that determines the volume fraction of the phases at 
equilibrium condition, fex(c, 17) is the energy contri
bution due to external energy field , and Kc and K,1 
are the gradient coefficients corresponding to con
served variable, c, and non -conserved order param
eter, I'/, respectively. 46 The 3rd and 4th terms in 
Eq. 1 denote the gradient free energy from the 
interfaces. Two major components of the total free 
energy are the bulk free energy and the gradient 
energy terms. Bulk free energy is the chemical free 
energy inherited by the material due to its con
stituent phases. This can be obtained from 
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molecular dynamics or quantum simulations. Ther
modynamic tools like CALPHAD can also be used to 
generate phase diagrams and derive the chemical 
free energy of a multi-phase system depending on 
the concentration of each phase in the system. Bulk 
free energy is designed to be minimum inside a 
phase, but maximum at the interface. It dominates 
the equilibrium phase concentration of the system. 
Gradient free energy, on the other hand, determines 
the interface evolution during phase transformation 
and dictates changes in the shape of the grains 
required to achieve equilibrium. Additional energies 
are taken into account when external mechanical, 
thermal, electric or magnetic fields are present 
during the phase transformation process. Here, 
the interfaces evolve with time to minimize the 
total free energy, thus leading to microstructural 
evolution. In PFM, the temporal evolution of the 
phase-field variables is governed by a set of coupled 
partial differential equations, one equation for each 
variable. The equations are derived according to the 
principles of non-equilibrium thermodynamics. 
They are formulated in such a way that the total 
free energy decreases monotonically. Solution of the 
partial differential equations yields the temporal 
and spatial evolution of the phase-field variables, 
which represent the morphological alterations of the 
interface and the material microstructure. The 
Cahn-Hilliard (CH) equation Ref. 47 is used to 
track the conserved concentration field(c) as , 

(2) 

Similarly, the evolution of the non-conserved 
order parameter (17) is defined using the Allen
Cahn (AC) equation as, 

8 17;(- )- L"' bF - rt - v -
8t ' - b11; 

(3) 

where F is the total free energy of the system as 
defined in Eq. 1 earlier, parameter M is the diffu
sion mobility, parameter Lis the GB mobility due to 
atomic jump across the interface, and suffix i 
represents the number of the order parameter. 
Multiple non-conserved order parameters are used 
in the simulation, each uniquely associated with 
single particle representing its grain orientation. 
Each particle is assumed in this case to be a single 
crystalline; multi-grain particles will be part of 
future studies. 

Gradient energy coefficients and the interface 
mobility of a material impacts the interfacial evolu
tion. Interfacial energy is defined as the excess 
energy in the interface region of the material. 
Considering the equilibrium condition, the equilib
rium interface thickness can be obtained from 
Eqs. 2 and 3 using the gradient energy co-efficient. 
Qin and Bhadeshia48 has shown the derivation of 
the equilibrium interface thickness for conserved 
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phase-field variables. The interface thickness, b, is 
usually estimated as b = 4Kv'2w a function of a 
gradient co-efficient, K, and an interface fitting 
parameter, w. In PFM, the initial interface thick
ness is provided as an input to the simulation, and, 
as the microstructure evolves, the interface reaches 
its equilibrium thickness. Mobility, calculated from 
the diffusion coefficients, is defined as, 

M = M v0 1</>(c) + M vap[ l - </>(c) ] + M surfC( l - c) 

+Mgb LI:>1i11J (4) 
i Hi 

where cp(c) = c3(10 - 15c + 6c2
) and M vol , M vap, 

M s urf, and M gb are the coefficients for atomic 
mobility in solid bulk, vapor~ along the surface 
and GB phases, respectively.4 Parameters 17i and 
l7i represent the order parameters connected to the 
ith and jth particles, respectively. The overall 
mobility expression is designed in such a way that 
each diffusion mechanism is active in the corre
sponding region of interest. For example, M vol and 
M vap are only active in the particle and void 
phases, respectively. Similarly, M surf acts at the 
interface between two co-existing phases (particle 
and void phase) and Mgb dominates in this case at 
the interface between two particles, the same as 
the grain boundaries,. The polynomial expression 
used for cp is the same as the higher order 
switching function expression used for the physical 
property representation of any multi-phase system. 
Mobility co-efficients (M ;) are estimated according 
to the work of Moelens et al. 46 from corresponding 
diffusion co-efficients as, 

M _ D;Vm 
' - kBT 

(5) 

Here, D is the diffusion co-efficient and suffix i 
corresponds to volume, vapor, GB and surface 
diffusion, V m is the molar volume, k8 is the Boltz
man constant, and T is the absolute temperature. 
The diffusion co-efficients can be expressed as a 
function of temperature (T) and activation energy 
(Q i) values as, 

Di = D;o exp (;
8
~) (6) 

Here, DiO is the diffusion prefactor used for 
diffusivity calculations. Diffusivity prefactors and 
activation energies for the diffusion of a material at 
a certain temperature have usually been derived 
from experimental data. 50-

52 Table I represents the 
coefficients of self-diffusion for W. 

The difference in the reported values can be 
attributed to the differences in experimental tech
niques, sample preparation, impurities, etc. Table II 
shows the diffusivity values and mobilities calcu
lated for W at 1200 K temperature. 
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Table I . Self-diffusion in tungsten; Mundy and Neumann have expressed diffusion co-efficients as a 
summation of two exponential functions, and the prefactors and activation energies corresponding to 
both the functions are reported here (rows 3 and 4) 

Do (10 - 4 m2 s - 1) Q (eV) T-range (K) References 

1.88 6.084 2073- 2676 Pawel53 

15.3 6.487 2042-2819 Arkhipova54 

46 and 0.04 6.9 and 5.45 1705-3409 Mundy5 1 

200 and 0.13 7.33 and 5.62 1705- 3409 Neumann55 

Table II. Mobility calculation for tungsten 

GB mobility50 Surface mobility52 Volume mobility51 

Diffusion Diffusion 
prefactor Activation Mobility prefactor Activation 
(cm/s2

) energy (ev) (µm5/ev s) (cm/s2
) energy (ev) 

0.141 3.04 3.69 X 1015 4. 0 3.14 

Interface geometry and its properties impact the 
gradient energy coefficients . The gradient energy 
coefficients, i .e. K values, can be calculated when the 
interfacial energy and interface thickness of the 
materials are known, 

(7) 

(8) 

Here, Ys and YGB are the surface and GB energy, 
respectively and b is the interface width, and k1 and 
k2 , are the constants used for normalizing the 
material parameters. Changes in the GB and sur
face energy ratio impact the gradient parameters, 
which eventually affect the microstructural evolu
tion. Bis was et a l. 56 have studied the effect of the 
surface energy to GB en ergy r a tio during sintering. 
The neck length variation corresponding to two 
differ ent en ergy ratio values is shown in Fig. la. 
The energy ratio (y/rgb) is controlled by changing 
the ,, values, which, in turn, r epresent variation in 
the interfacial properties. This primarily impacts 
the initial sintering stage when neck formation is 
dominated by surface diffusion. High er energy 
ratios indicate higher surface en ergy values and 
higher interfacial energy coeffici ent values, which 
lead to faster diffusion a t the initial stage. The rate 
of dcnsification increases with the increase in 
energy ratio. Also, the time to reach final neck 
length decreases with the increase in energy ratio. 

Figure lb shows th at, as the energy ratio 
increases, the rate of grain growth also increases 
and the average grain size decreases for the initial 
few seconds and starts gradually increasing there
after. This happen s due to differ ent interface and 
bulk behavior at different stages of the process. At 
the initial stage, interface thickness reduces due to 

Mobility 
(µm5/ev s) 

3.9869 X 11015 

Diffusion 
prefactor Activation 

(cm/s2
) energy (ev) 

0.04 5.4 

Mobility 
(µm5/ev) 

1.29569 X 1104 

surface diffusion as the interface tries to attain its 
equilibrium thickness, r esulting in a decrease in 
individual grain sizes. At later stages, as particles 
start interacting with each other, overall grain size 
increases due to bulk diffusion. The diffusion mech
anisms and changes in different interfaces leading 
to overall microstructural evolution are shown in 
Fig. 2. 

Interfacial properties are known to affect the 
equilibrium microstructural configuration. The 
dihedral angle between adjacent grains is deter
mined by the GB to surface en ergy ratio, mobility 
and interfacial parameter s. The equilibrium dihe
dral angle is defined as; 

cp = 2 cos- 1 ( YGB) (9) 
2ys 

where cp is the dihedral angle between grains at the 
neck location a nd YGB and Ys a re the GB energy and 
surface energy, respectively. Different energy ratios 
yield different equilibrium dihedral angles. Higher 
energy ratios correspond to high er dihedral angles 
that eventually governs the final neck length and 
grain configuration. Higher grain growth rates 
indicate that the densification is governed by volu
metric bulk diffusion. The grain growth mecha
nisms can be identified from quantifying the chan ge 
in grain size, 

(10) 

wh ere G(t) is the average grain size at time t , G0 is 
the aver age initia l grain size, and k is the rate 
constant. The value of the growth exponent (n) is 
dictated by the predominant diffusion mechanism. 
A relationship of the grain growth exponent to the 
diffusion mechanism was shown in the authors' 
previous work.56 Overall , PFM serves as a 
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Fig . 1. (a) Neck length variation corresponding to different energy ratios ,35 and (b) effect of energy ratio on grain growth rate of particles during 
sintering. 
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Fig . 2 . Interface evolution during sintering ; (a) initial particle configu ration; (b) diffusion mechanisms leading to microstructural changes; (c) neck 
growth and grain boundary formation during sintering . 

promising simulation technique to predict the influ
ence of interface properties in a manufacturing 
process such as sintering. These prediction capabil
ities can be utilized to customize the materials with 
a user-defined interface density which will give it 
the properties based on the application, such as 
energetic magnetic materials. 

INTERFACE MECHANICAL PROPERTIES 

In the case of metals, microstructural changes 
including phase transformation, grain growth, etc. 
are governed significantly by the interfacial chem
istry, interface width (saturated versus unsaturated 
interfaces),9

•
10 and interface energy. Research has 

shown that the interface saturation level during 
sintering changes the average interface width which 
leads to interfaces having thickness- and chemistry-

dependent cohesion and strength properties.9
•
10

•
57 

The saturation level also affects interface elastic 
constant values and is direct}~ related to phenomena 
such as GB embrittlement.5 Based on these find
ings, Lee et al.,59 examined GB embrittlement in 
polycrystalline W and derived a new embrittlement 
parameter that relates to chemistry and mechanical 
strength of GBs, which can be derived based on 
images of specimen fracture using a failure index 
criterion derived in the same work. The finite 
element simulation model (Fig. 3b) is constructed 
based on the image of a realistic Ni-doped W GB from 
a HRTEM image58 (Fig. 3a), resulting in an inter
face structure. Crack propagation was modeled 
using XFEM and the interface was modeled usin~ 
a surface-based cohesive zone model in ABAQUS. 
Interface properties were rven in terms of a bilinear 
traction-separation law. 5 
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Fig. 3. A schematic showing (a) HRTEM image of polycrystalline Ni-doped W GB (reprinted with permission from 58), (b) finite element model 
analyzed for crack propagation; stress distribution when the crack tip reaches the interface for, (c) 2 nm, (d) 4 nm GB thickness; (e) plastic 
dissipation energy with time increment; (f) revised brittleness index for al l three GB thickness as a function of Ni percentage (reprinted with 
permission from 59) . Straight black line represents respective average brittleness index for grains.9 •

10 

The effect of chemistry dependent interface 
strength calculated u ing quantum mechanical 
ab initio simulation on pol crystalline W fracture 
resistance was quantified. The minimum thickne 
of samples examined for GB properties contained 
GB and a few atomic layers around GB in order to 
predict thickness-independent properties of GB in 
ab initio simulations. In th e continuum simulations, 
the thickne s oft e -GB was set tone 2=8 nm based 

on the ab initio modeling work and experimental 
evidence. The btittlene ind , defin d as the ratio 
between th hardne and fra tur toughness of the 
material, was chosen as the parameter of interest to 
compare the influence of different interfaces on 
fracture resistance contributions. The brittleness 
index is influenced by the GB strength as well as the 
temperature. The change in the thickness of GB did 
rr 'gnifi:cantly influence ei-theF t-ae- Gras-k tip 
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Fig. 4. Effect of GB angle with respect to advancing crack on the crack propagation path with orientation angle of (a) 10° (b) 20° (c) 30° (d) 40° 
(e) 50°, (f) 60°, (g) 70°, (h) 80°, and (i) 90°, for GB with maximum tensile strength T = 3600 MPa. ' ' ' ' 

o~e1;1ing_ stresses (Fig. 3c and d) or crack tip energy 
d1ss1pation, a s shown in Fig. 3e, where all varia
tions are in a very narrow zone of 4-5%. On the 
c?nt~ary, a small change in GB chemistry can 
s1gmficantly affect GB mechanical properties. 

The obtained brittleness index of GBs in the 
current _case was compared with the average brit
tleness mdex of grains in order to characterize the 
GB embrittlement caused by Ni addition. The 
b:ittleness index for the GB samples differed sig
mficantly from the grain brittleness index with the 
increase in Ni atomic wt. %, leading to an increase 
and then a decrease in the brittleness. The brittle
ness index parameter was found to have an inverse 
square root of length scale dependence Ref. 61 that 
can be expressed as B = ah - 112

, where h can be 
characterized as the characteristic size scale in the 
examined samples. The brittleness index is inde
pendent of the sample size and, therefore, needs to 
be defined accordingly. The length scale also needs 
to be_ extractable and applicable at multiple analy
ses size scales. Therefore, the size scale was taken 
a s the characteristic crack length at GB. Parameter 
CJ. is a coefficient for describing the weight of the 
length _seal~ for a specific material. Using the 
proport10nahty factor B = ah - 112 , a modified brittle· 
n ess index wa s introduced as 

B * = H .! \/'h 
Kc a 

(11) 

The modified brittleness index is dimensionless 
with CJ. found to be 3.3, as discussed in Ref. 59, so 
that the modified brittleness index for interface 
samples approaches the value of the average grain 
modified brittleness index. The revised brittleness 
~nde~ for the examined interface samples is shown 
m Fig. 3f. The revised values also closely corre
sponded to the experimental W microstructure 
values reported earlier by Evans and Wilshaw. 62 

The impurities in the GB were suggested to be the 
main reason for the embrittlement effect of the GBs. 
The nickel percentages of 50-60% lead to the 
~ighest GB embrittlement effect matching the find
mgs of the quantum mechanical calculations by Lee 
and Tomar_!l,rn 

The effect of the orientation of the GB on the 
crack propagation direction was also analyzed. The 
orientation of the GB is related to the resolution of 
crack tip stresses along the GBs, and it determines 
the intergranular (crack advancing along the GB) or 
transgranular (crack passing through the GB) 
nature of failure. The GB angles of 0°-90° with 
r espect to advancing cracks wer e analyzed. The 
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effect of different orientations of interfaces with 
respect to advancing cracks on the stress distribu
tion in the material when the crack reaches the 
interface is shown in Fig. 4. Higher GB orientation 
angles with respect to advancing crack showed 
transgranular failure while lower GB angles lead 
to intergranular failure. These analyses also 
showed that there is a specific threshold GB angle 
that separates the intergranular and transgranular 
failure for a fixed GB maximum tensile strength. In 
the case of transgranular failure, deflection of the 
crack path appeared to be greater as the GB angle 
decreases. The greater deflection indicates the 
higher energy required for crack propagation. Inter
granular failure and mixed mode failure occur for 
GB angles with respect to advancing cracks, varying 
in the range of 10°-40°. 

CONCLUSION 

The interface plays a very important role in 
microstructural evolution during material process
ing as well as in material failure. The length scale of 
interfaces makes it extremely hard to extract their 
mechanical properties, such as hardness and frac
ture toughness, u sing experiments. Interface prop
erties are also dependent on the chemical and 
physical configuration of the material system. 
PFM is shown to be an excellent tool to analyze 
and predict the evolution of the interfaces and the 
microstructure of materials during material pro
cessing. A combination of PFM with XFEM presents 
an excellent approach to combine interface prop
erty-dependent processing with interface property
dependent strength prediction for interface-based 
engineering of materials. In future, this study can 
be used to evaluate the applicability of a material in 
different operational conditions. 
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