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ABSTRACT

This paper describes a high-speed and low-complexity implementation of FIR Filter using Least Mean Square Technique.
Multiplex-Based Zero-Adaptation-Delay Structure and Two Adaptation Delay Structure for a direct LMS adaptive FIR filter
is proposed. This paper describes that the proposed adder technique provides much faster convergence and lower
complexity for obtaining lower areq, power dissipation, high speed and lower propagation delay. The multiplexer
circuits were schematized using the DSCHZ2 schematic design tool, and their layouts were generated with the Micro wind
to VLSI layout CAD tool. The parameter analyses were performed with a BSIM4 analyzer. The proposed multiplex -based
filters are used fo carry save adder as well as other existing adder circuit in ferms of power dissipatfion, propagation
delay, latency, and throughput. Our proposed sfructure involves minimum power. Finally the simulations are done using
Xilinx ISE design suite to get power andimplemented on Spartan 3E FPGA kit.
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INTRODUCTION (LMS) algorithm [12].The LMS algorithm may also be called

filters which are implemented in software. FIR filter is usually
implemented by using a series of delays, multiplexer, and
adders to create the filter's output [ 13]. An adaptive FIR filter
with Least Mean Square (LMS) algorithm was developed to
reduce the power. Mux based formulation of LMS algorithm
is used to reduce the area where both, convolution
operation to compute filter output and correlation
operation to compute weight-increment term could be
performed by using the same LUT. Thus a mux-based
implementation of adaptive FIR filter is highly efficient [1][4].
The Mux based Least Mean Square adaptive FIR filter is
used for implementing the noise cancellation because of
its simplicity and also it is suitable for real-time applications.

1. Prior Work

Adaptive digital filters are widely used in many Digital Signal
Processing (DSP) application areas, e.g., noise
cancellation, channel estimation, channel egualization,
system identification and echo cancellation etc. The
tapped-delay-line, Finite-Impulse-Response (FIR), adaptive
filter weights are updated by using Least-Mean-Square

most popular not only due to its high performance and low-
complexity, but also due to its more stable and satisfactory
convergence performance [9]. Due to very important
applications of increasing constraints on areq, speed,
fime, and low power complexity, it is efficientto implement
the LMS adaptive filter and is sfill quite very important. To
implement the LMS algorithm, one has to update the filter
weights during each sampling period using the estimated
error, which is equal to the difference between the current
filter output and the desired response.

The weights of the LMS adaptive filtter during the n" iteration

Input | desired signal (dn)
X (n) \ output y(n)| +

o (; ) ............ Exror signal (e (n))

o

Figure 1. Block diagram of Least Mean Square Filter
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are updated equations which are

W(n+1)=w(n)+ue(n)x(n) (1)
Where

e(n)=D(n)-Y(n) (2)
Y(n) =W.X(n) (3)

Here the input vector x (n) and Weight vector W (n) at the n"
iteration are given by,

XMn)= X x(n-1)..... X (n-N-1)] (4)
W(n)=[w(n0),w(nl)...... w (n-N-1)] (5)
Where

D (n) = desired response
Y (n) = Filter output of the n" iteration,

E (n) = the error computed during the n" iteration, which is
used to update the weights, and is the convergence factor

or step-size. Assume the step size to be a positive numiber
and the number of weights N is used in the LMS adaptive FIR
fitter. The structure of a conventional LMS adaptive filter is
shown in Figure 1. All weights are updated synchronously in
each cycle, which are used to compute the output
according to (1), direct-form realization of the FIR filter for
implementation. However, the direct-form LMS adaptive
filter is still to have a long critical path due to an inner
product terms computation to obtain the filter output [12].
This is mainly based on the assumption of arithmetic
operation that starts only after the complete input
operands are generated.

2. Methodology

Using least mean square algorithm, is more stabile and
simplie. Figure 2 shows the multiplex based direct form of
least mean square technique for weight updating for which

C

Figure 2. Mux based 3 Tap LMS Adaptive FIR Filter
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error estimation is also very less [1],[3]. Compared to the
existing design, the proposed structure is more efficient,

There are two main computing blocks in LMS adaptive FIR
filter, namely,

o The error-computation block to compute the filter
output

» The weight-update block to compute the weight
increment termes.

Both blocks are most common in the eror-computation
and weight-update blocks for area-intensive components:
the multipliers, weight registers, and tapped-delay line. The
adder tree is used for weight updating, which constitutes
only a small part of the circuit that vary to two computing
blocks. For the zero adaptation-delay implementation, the
computation complexity for both weight updated and
error computational blocks is required to be performed in
the same period of the cycle. Weight updating is
performed in every iteration since the structure is non-
pipelined type, weight updating and error computation
cannot occur simultaneously. Therefore, the multiplications
of both these blocks could be multiplexed by the same set
of multipliers, while the same registers could be used for
both the blocks. If error computation is performed in the first
period of the half cycle, weight update is performed in the
second period of the half cycle.

The proposed structure of a mulliplex based zero-
adaptation-delay structure for a direct form of tapped LMS
adaptive filter, consists of multipliers. The input samples are
fed to the mulfipliers from a common tapped delay line.
The weight values (which are used for storage purpose in
registers) and the estimated error value (after right-shifting
by a fixed number of locations to realize multiplication by
the step size u) are given to the multipliers as the other input
through a 2:1 multiplexer. The proposed structure requires
adders for the updating of weights and adder free to add
the multipliers output for computation of the fitter output
[T1]. Also, it requires a subtraction operation to compute
the error value and 2:1 de-multiplexors to move the
product values either towards the adder tree or to move to
the weight-update circuit. All the multiplexors and de-
multiplexors are required to be controlled by a clock signal.

The weight value of stored registers in the delay line are

clocked at the rising edge of the clock pulse and remain
unchanged for a full clock period since the structure is
required to take one new sample in every clock cycle,
During the first half period of each clock cycle, weight
values are stored in different registers and fed to the
multiplier through the mulfiplexors which is required to
compute the filter output. The product words are fed to the
adder tree though the de-multiplexors. The filter output is
computed by the adder tree and the error value is
computed by a subtraction operation. Then the estimated
error value is shifted right to obtain p.e(n) and broadcasted
to all N multipliers in the weight-update circuits. Note that
the LMS adaptive filter requires at least one delay at a
suitable location to break the recursive loop [4], [13]. A
delay is inserted either after the adder tree, before the
computation, or after the computation. If the delay is
placed just after the adder free, then the critical path shifts
to the weight-updating circuit and gets increased by time
delay. Therefore, we should place the delay after
computation of e (n) or u.e (n), but preferably after y.e (n)
computation to reduce the register width. The first hailf-
cycle of each clock period ends with the computation of
u.e (n), and during the second half cycle, the value is fed to
the multipliers though the multiplexors to calculate the de-
multiplexed output to be added to the stored weight values
to produce the new weights. The computation during the
second half of a clock period is completed once a new set
of weight values is computed. The updated weight values
are used in the first half-cycle of the next clock cycle for
computation of the filter output and for subsequent error
estimation. When the next cycle begins, the weight registers
are also updated by the new weight values.

Therefore, the weight registers are also clocked at the rising
edge of each clock pulse. The time required for error
computation is more than weight updating. The system
clock period could be less if we just perform these
operations one after the otherin every cycle. This is possible
since all the register contents can change once at the
beginning of a clock cycle, but we cannot exactly
determine when the error computation is over and when
weight updating is completed. Therefore, the authors need
to perform the enor computation during the first half-cycle
and the weight updating during the second half-cycle.
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Accordingly, the clock period of the proposed structure is
twice the critical-path delay for the error-computation
block.

2.1. Two Adaptation Delays

The proposed structure for a two-adaptation-delay LMS
adaptive filter is shown in Figure 3, which consists of three
pipeline stages, where the first stage ends after the first
level, the adder free in the eror-computation unit, and the
rest of the error-computation block comprises the next

pipeline stage[6][7][8]. Figures 4 to 7 show the structure of
LMS Adaptive FIR Filter.

The weight-update block comprises of the third pipeline
stage. The two-adaptation-delay structure involves N/2
registers over the one-adaptation-delay
structure. The critical path of this structure is the same as
either that of the weight-update unit C,,; or the second

additional

pipeline stage [2], [10] given by
T=MAX{Tyys + ATy} (6)

a

O o_ e 0. e
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Figure 3. Two Adaptation Delay LMS Adaptive FIR Filter
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Where T,, refers to the adder-tree delay of stages to add
words along with the fime required for subtraction in the
error computation

3. Simulation Result

The simulation was done by using the DSCH2 schematic

design tool, and their layouts were generated with the Gl i i .,.'.L ." T b-tﬁﬁ%‘f‘?‘:‘-
Micro wind 2 VLSl layout CAD tool and Xilinx ISE 12.1 tool. The PO % B 8o p i AN 19100 4 G

parameter analyses were performed with a BSIM4 analyzer.
Resource Utilisation

Table1 and 2. Shows the Device Utilization summary which
represents the implementation result mentioning resource
utilization of the device Xilinx SPARTAN 3E kit. The synthesized
outputs are given below. The number of gates required to Figure 6. Layout for Mux Based LMS Adaptive FIR Filter

implement the utilization percentage of the total hardware
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Figure 4.Timing Diagram for Mux Based Direct form Figure 7. Layout for Two Adaptation Delay LMS Adaptive FIR Filter
LMS Adaptive Filter

ARt AR A AR AR Al A S RS A A A LA A AR AR RS flip-fIODS, LOOK~UD table, and number of bonde |OBs,

in the FPGA kit is summarized in Table1.The number of Slice

izsizisizisizsizsizisizisizisisizizslisizsisisisis number of GCLKs are summarized inTable 1 and 2

The results prove that the Mux based LMS adaptive filter
implemented for the Adaptive Noise Cancellation satisfy

the desired demand by providing stability of Convergence
RS- e — S — in a non-stationary environment, Efficient implementation

e is justified by the resource utilization efficiency as shown in

S the Table1 and 2. Figures 8 to 11 show the simulation results

of LMS adaptive filter.

) The experimental setup for the implementation of mux
based LMS adaptive filter and two adaptation delays is
Figure 5.Timing Diagram for Two Adaptation Delay shown in Figure 12 and 13. The experimental set up is done

LMS Adaptive FIR Filter
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Figure 8. Simulation result for mux based 3 tap
LMS adaptive FIR filter

Figure 9. Simulation result for two adaptation delay
LMS adaptive FIR filter

~A O

using FPGA SPARTAN 3E kit along with Computer loaded with
Xilinx System Generator Software as shown in figure 12 and
13

3.1 The SPARTAN-3E FPGA

The FPGA implementation of Xilinx Spartan-3E XC3S250E is
shown in Figure 6. Spartan-3E devices contain a two-
dimensional row and column based architecture to
implement custom logic. For implementing Mux based
LMS filter and two adaptation delay LMS adaptive FIR filter,
and the number of operations for an N-tap filter have been
reduced to 2* N multiplications and N additions per

coefficientupdate [5

Figure 10. Simulation results for Mux based LMS adaptive
FIR filter using Xilinx ISE v12.1

S ol ol o o M TN

Figure 11. Simulation results for two adaptation delay
LMS adaptive FIR filter using Xilinx ISE v12.1

e o Progect Statws (0510284 - 1255S)

Project Fle: DA Farser Evoes:
Moo Same . imglementation Late
Target Device =X *Ermors
Product Versex EQ g {irrg e
.\ Design Gost = *Routng Results 47 B
Desgn Strategy: e T T (oniuasts: e
Enveonsest g S +Final Tiening Score g ieed
Cewce Utizatos Sominary H
Logx Utization sed Avakade tizstion Notels.

Table1. Device utilization sumnmary for Mux based
LMS adaptive filter
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Table 2. Device utilization summary for two adaptation delay
LMS adaptive FIR filter

Conclusion

The FIR filter is designed with the direct form of least mean
square technique and benefits the low complexity. The
mux based FIR filter using LMS technique is implemented to
sample the input data at both the error estimation and
weight updating scheme, [t is suitable fof low power
applications, and active noise cancellation applications.
In a constant throughput rate system, itis possible to reduce
half of the power by replacing the mux in multiplier. The
proposed MUX based FIR filter consumes power of 0.236
mW and for two adaptation delay LNS adaptive filter it is

Figure.12. Experimental set up for implementation of Mux based
LMS adaptive FIR filter using Xilinx ISE v12.1 in Spartan 3E

Figure13. Experimental set up for implementation of two
adaptation delay LMS adaptive FIR filter using Xilinx ISE v12.1.

0.252mW. It consumes 8% ~52% less dynamic power .
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